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Nowadays, a variety of Big Data architectures are emerging to organize the Big Data
life cycle. While some of these architectures are proposed for general usage, many of
them are proposed in a specific application domain such as smart cities, transportation,
healthcare, and agriculture. There is, however, a lack of understanding of how and why
Big Data architectures vary in different domains and how the Big Data architecture
strategy in one domain may possibly advance other domains. Therefore, this paper
surveys and compares the Big Data architectures in different application domains. It also
chooses a representative architecture of each researched application domain to indicate
which Big Data architecture from a given domain the researchers and practitioners may
possibly start from. Next, a pairwise cross-domain comparison among the Big Data
architectures is presented to outline the similarities and differences between the domain-
specific architectures. Finally, the paper provides a set of practical guidelines for Big
Data researchers and practitioners to build and improve Big Data architectures based
on the knowledge gathered in this study.

Keywords: Big Data; Big Data architecture; cross-domain comparison; domain-specific
architectures; architectural variety.

1. Introduction

Software system architectures are important to organize and understand complex
systems when designing and managing system components with long-term ratio-
nality by a set of standards, in which its modularity and integration can influence
important system characteristics.1 With the development of Big Data research,
a typical Big Data life cycle usually combines the processes of data collection,
extraction, cleaning, pre-processing, analysis, visualization, aggregation, as well as
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storing.2 In each process, Big Data tools and technologies such as Apache Hadoop
or Apache Spark can be used in the complex ecosystem, and those data-driven
technologies are emerging as the backbone infrastructure in different application
domains.3,4 In order to manage the Big Data complexity, different Big Data archi-
tectures are proposed to organize the Big Data tools, components, and processes.
However, the diversity in Big Data architectures makes it more and more difficult
for organizations to build or choose an effective and suitable Big Data architecture.

In order to tackle the architectural diversity and complexity, some general Big
Data reference architectures have been proposed over the last decade. For exam-
ple, Paakkonen and Pakkala5 have proposed a reference architecture for Big Data
systems, which is based on an extensive analysis of published implementation archi-
tectures of Big Data use cases. A slightly different approach was taken by Gkalp
et al.,6 who performed a systematical review of open-source Big Data tools and
building-blocks of those tools (to store, manage and analyze Big Data) and used
these findings to design a reference architecture for open-source Big Data analyt-
ics. The components of these general architectures quite well resemble each other,
although some approaches lay special emphasis on the aspects that they intend
to highlight. Nadal et al.,7 for instance, extend these views with a new semantic
layer, which consists of semantic annotations of the Big Data architecture, to govern
the data life cycle. One of the characteristics that these general architectures have
in common is that while they claim that the components of the architecture are
optional and depend on the application domain, they do not specify the differences
and particularity of domains, nor they give examples that would help to understand
how the architecture can be adapted to an application domain.

This all makes it very difficult for Big Data architects to design an architecture
for a specific domain. When they want to understand the Big Data architecture best
fitting their domain, they are left to gather a collection of the domain-specific Big
Data architectures on their own, which is a very time-consuming process. Besides,
it is difficult for them to understand the reasons behind the differences among
the identified architectures in the domain and to select a representative Big Data
architecture that they can follow. This is especially problematic in the application
domains that contain a large number of proposed architectures. For example, in
the smart cities domain, there are more than 20 Big Data architectures to investi-
gate. Furthermore, as the number of domain-specific architectures still raises,8 this
problem grows more significant as time passes.

In different application domains, the maturity of Big Data architecture varies.
Thus, it is valuable to learn from the experience and practice of Big Data architec-
ture in different domains and transfer the knowledge from one domain to another.
There is, however, a barrier to learn the Big Data architecture across domains
because each domain devotes its own particularity. For example, in agriculture,
there is a significant emphasis on supporting multiple user roles in the system,
while in the energy management domain, supporting multiple user roles is seldom
mentioned. This means that we cannot easily reuse the architecture from the energy
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management domain in the agriculture domain because it might not be able to
support the desired functionality. On the other hand, the Big Data architectures in
different domains share a certain level of commonalities. For example, data process-
ing frameworks such as Apache Spark and NoSQL database are typically used across
many domains. It is therefore highly desirable to understand the architectures of
each domain and be aware of the domain specifics, similarities, and differences, in
order to design and implement an effective Big Data architecture.

In this paper, we survey an extensive collection of Big Data architectures in
different domains to understand the state-of-the-art in domain-specific Big Data
architectures, as well as their similarities and differences across different domains,
such as healthcare, energy management, transportation, smart buildings, smart
cities, manufacturing, military, aviation, agriculture, education, and environmental
monitoring. Within our analysis, we have, for instance, observed that while some
domains rely on service-oriented architectures (e.g. smart cities), others prefer a
process-oriented view (e.g. manufacturing). We have also observed specific popu-
larity of modern architecture approaches, such as fog computing, in some domains
(e.g. in healthcare). The key contributions of this work are as follows.

• We have surveyed the Big Data architecture papers in different application
domains.

• We have selected the most representative Big Data architecture for each domain
and identified the typical features in the domain-specific architectures.

• We have conducted a pairwise comparison among the domains and reported the
similarities and differences among the Big Data architectures in different domains.

• We have proposed practical guidance on how to build and implement Big Data
architectures.

The remainder of the paper is structured as follows. Section 2 defines the scope and
methodology of the paper in terms of how the domains and architectural papers
were selected. Next, Sec. 3 discusses the Big Data architectures used in each iden-
tified domain. Based on the discussion, Sec. 4 presents the cross-domain findings,
such as the similarities and differences among domain-specific architectures. Finally,
Sec. 5 concludes the paper and outlines future research.

2. Scope and Methodology

Big Data technologies have emerged in different application domains in daily life,
with different levels of emphasis on Big Data architecture. To understand the
domains where architecture is explicitly studied, we have performed a search of
academic databases, including ScienceDirect, Google Scholar, ACM Digital Library,
IEEE Xplore Digital Library, Springer, in combination with general Google search,
using Big Data architecture as the search term. We limited the search to the up-to-
date papers over the last six years, from 2013 to 2019. One screening condition is
that detailed descriptions of Big Data architecture should exist in the papers. We
paid special attention to the survey papers on Big Data research.
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On the search result, we have performed an extraction of domain keywords dis-
cussed in the titles and abstracts of the papers, which were explicitly transportation,
traffic, farming, agriculture, smart farming, energy management, smart grid, edu-
cation, adaptive learning, learning, military, war, defense, national security, health-
care, medicine, e-health, biology, chemistry, aviation, aeronautics, environment,
environmental monitoring, smart buildings, smart home, smart cities, manufactur-
ing, industry, industrial control system, social media, astronomy, banking, finance,
security surveillance, sport, science, tourism, government. These keywords have
been clustered into the following domains used in this paper: Transportation (trans-
portation, traffic), agriculture (farming, agriculture, smart farming), energy man-
agement (energy management, smart grid), education (education, adaptive learn-
ing, learning), military (military, war, defense), healthcare (healthcare, medicine, e-
health), aviation (aviation, aeronautics), environmental monitoring (environment,
environmental monitoring), smart buildings (smart buildings, smart home), smart
cities (smart cities), manufacturing (manufacturing, industrial control system),
banking (banking, finance), and then also biology, sport, tourism, e-science, security
surveillance, network monitoring, social media, and astronomy.

Note that there might be architectures relevant to multiple Big Data domains,
e.g. there can be an aviation Big Data architecture, which is at the same time
relevant to the military, or an emergency transportation Big Data architecture
relevant to the healthcare domain. Each work has therefore been associated with
its primary domain to which it contributes more strongly (which can more generally
benefit from it) and been considered part of this domain during the analysis.

Overall, a total of 70 papers have been identified and assigned to 20 domains.
In nine Big Data domains, however, we have found only one proposed architecture.
Those are biology, sport, tourism, e-science, security surveillance, network monitor-
ing, banking, social media, and astronomy. As these could add noise to the results
of the study, our analysis keeps its focus on the domains with more than one identi-
fied architecture, therefore covering 61 papers in 11 domains. The papers and their
related domains are listed in Table 1 (the architectures in domains that have one
architecture only are listed as others).

Table 1. List of the found architectures.

Domain Architecture papers Representative

Healthcare Refs. 9–15 Ref. 13
Energy management Refs. 16–20 Ref. 18
Transportation Refs. 21–24 Ref. 21
Smart buildings Refs. 25–29 Ref. 27
Smart cities Refs. 30–52 Ref. 30
Manufacturing Refs. 53–56 Ref. 53
Military Refs. 57–59 Ref. 58
Aviation Refs. 60–62 Ref. 62
Agriculture Refs. 63–65 Ref. 65
Education Refs. 66 and 67 Ref. 66
Environmental monitoring Refs. 68 and 69 Ref. 68
Others Refs. 70–78 —
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To facilitate the discussion, we have selected a representative Big Data archi-
tecture in each domain based on three criteria: (1) the majority of architectures
from this domain can be mapped to it, (2) it illustrates the majority of obtained
specific properties, and (3) it is concise and easily readable. If none or multiple
architectures satisfied the first condition, we applied the second condition. If after
this application also several architectures remained, we used the third condition
and picked the most concise and readable architecture as a representative.

3. Big Data Architectures Across Domains

Many studies have proposed architectures for Big Data systems, in which it can be
general or domain-specific. As far as we know, the most widely accepted represen-
tative of a general Big Data architecture is presented in Fig. 1, which can map most
of the existing Big Data architectures. This architecture is, therefore, valuable for
us to derive the domain-specific representatives.

This general architecture consists of nine components. It contains functionalities
(rectangles), data stores (ellipses), and data flows (arrows). The data processing
process is shown as a pipeline, in which data go mostly from left to right. Data
sources component refers to, for example, streaming sources of data. These data
can be structured, unstructured, and semi-structured. Data extraction component
moves data into the system. They may be temporarily stored or transferred and

Fig. 1. Example of general Big Data architecture.5
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loaded into a raw data store in Data loading and pre-processing component. From
this raw data store, data can be processed by the Data processing component. For
example, they can be cleaned, replicated, or some information can be extracted
from them. Then this data can be stored for further analysis for Data analysis
component. Analyzed data may be transformed in Data loading and transformation
into a data serving store that can be used in the Interfacing and visualization
component. The Data storage component is used across multiple components, such
as data extracting and data processing. Furthermore, jobs, models, or algorithms
can be specified in the Job and model specification component. In Ref. 5, authors
mapped this architecture to several real use cases, like data analytics infrastructures
in Facebook, LinkedIn, Twitter, Netflix, and a few others.

3.1. Healthcare

Big Data analysis helps the healthcare domain by improving treatment methods,
improving the detection of diseases, and monitoring the hospital quality. In this
domain, many heterogeneous data can be found, such as clinical data and logs of
health monitoring devices.

Security and data protection are critical, which have been explicitly stated in
almost all the identified architectures. Another crucial property is latency. That is
why some architectures use fog computing in combination with cloud computing
to reduce the volume of data that needs to be moved to the cloud.11,13 On the
other hand, some architectures use lambda architecture to ensure low latency.12

The typical data sources in this domain are several types of sensors, multimedia,
and social network. From the tool perspective, usually, Hadoop, with a combination
of a NoSQL database, is used.

Seven Big Data architectures have been collected in this domain. In Fig. 2,
we present the chosen representative, which multiple architectures in this domain
resemble, and to which they can be mapped. It contains a fog layer, which appears
to be a typical aspect of the healthcare domain. It is a three-layered architecture
that consists of (1) a device layer, containing sensors providing health data; (2) fog
layer, which helps with the latency problem; and (3) cloud layer that integrates
data and provides the interface for users.

3.2. Energy management

In the energy management domain, all the found Big Data architectures are
designed for smart grids to improve their efficiency. The data that are used in the
analysis are from sensors containing information about energy production, energy
consumption, and other properties like quality and reliability.18,19 Also, other data
can be included in the analysis, for example, weather data.18 In this domain, cloud
computing is a common component in multiple architectures. Spark is usually used
because it helps with the providing of low latency. In addition, Hadoop and NoSQL
databases are also common in this domain.
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Fig. 2. Representative of the healthcare domain.13

Fig. 3. Representative of the energy management domain.18

We have identified five Big Data architectures in the energy management
domain. Figure 3 depicts a typical example, whose layered style can also be seen in
other architectures, and hence the majority of other architectures from this domain
can be mapped to it. Although others are not explicit about the usage of the
lambda architecture, the structure follows the same pattern: Collect the data, store
and analyze them, extract useful information, and visualize it.

3.3. Transportation

Big Data analysis in the transportation domain is mostly about the interpretation
of data that is generated by the vehicles. However, in some use cases, the data
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Fig. 4. Representative of the transportation domain.21

from mobile phones and social media are included in the data analysis. We have
found architectures that consider use cases like traffic prediction that can result in
dynamic toll charging for highways,21 or improving road safety and navigation,23

accident detection, travel time prediction, bus arrival time prediction,24 or real-time
traffic control.22

Big Data in the transportation domain is usually generated from various sources,
so data variety is a major issue here. The data analysis uses a statistical approach,
but also data mining and machine learning.

Four Big Data architectures have been found in this domain. Each appears to
be different because each follows a different use case. The chosen representative
architecture of this domain is presented in Fig. 4. It is the architecture for traffic
prediction via dynamic toll charging. We chose it because it is the most concise and
readable among all four architectures.

3.4. Smart buildings

In the smart buildings domain, real-time sensor data from the buildings are usually
analyzed. We have found architectures for improving energy efficiency in buildings,
like detection of anomalies28 or energy monitoring,26 and architectures for smart
building maintenance.25,27 Actually, the system maintenance was the most domi-
nant in this domain. The architectures usually use cloud in their design.

We have found four Big Data architectures. Figure 5 presents a representative
architecture. We consider that this architecture clearly illustrates the wide variety
of data sources for smart buildings, mostly sensor data, and thus can be considered
as a typical architecture in this domain.

3.5. Smart cities

The smart cities domain is widely used and may be included in several other
domains mentioned before. For example, smart buildings can be a specific part
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Fig. 5. Representative of the smart buildings domain.27

of smart cities. Therefore, similar to the smart building domain, the architectures
in smart cities typically use sensors as data sources. After data extraction from the
sources, the architectures focus on data processing that brings specific value for the
smart city and improves the quality of life in the city. The main issue in this domain
donates in the infrastructure that can handle, for example, the desired workflows,
availability, scalability, and security. Because of these issues, those architectures are
usually service-oriented, and the systems are hosted in a cloud.

Smart cities, being a multi-domain federation, consists of a large number of
Big Data architectures. Specifically, we have found 23 architectures in this domain.
In Fig. 6, we present one of them that best describes the general usage of these
architectures. Several other smart cities architectures can be mapped to it. It also
shows multiple typical properties in these architectures, which is, for example, the
usage of sensors, cloud computing, and service orientation. Specifically, service-
oriented architectures were mostly used in this domain.

3.6. Manufacturing

In this domain, the Big Data architectures are used for cleaner production,53 plan-
ning,55 managing linked systems,54 and business process analysis.56 As a shared
characteristic, they rely on sensors as the common data source in this domain. In
some cases, the data also comes from specialized internal systems. The architectures
mostly need to deal with Big Data volume and variety issues, using mostly Hadoop
and NoSQL databases. The prevalent use case in this domain is business process
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Fig. 6. Representative of the smart cities domain.30

analysis, i.e. the analysis aimed at the increase of the efficiency and effectiveness of
processes.

We discovered four Big Data architectures in this domain. Figure 7 presents
the chosen four-layered architecture, which is a typical example of an archi-
tecture in this domain because the majority of architectures can be mapped
to it.

3.7. Military

Use cases considered in the Big Data architectures for the military domain are
usually simulations, crowd-sourcing, and the analysis of sensor data from multiple
sources, like surveillance cameras, radars, human intelligence, and web crawlers.57,58

The challenge in the tactical aspect of this domain is heterogeneous data sources
with incomplete and noisy data and a strong emphasis on security.58 Also, the
networking bandwidth is limited, while there are real-time requirements. On the
other hand, in the simulation part of this domain, there is no problem with the
data quality because the data for the analysis can be carefully chosen.57 However,
there is a big stress on the trustworthiness of the output data, so the models that
the simulations are based on should not have any flaws. For the applications that
have critical time constraints, the system also needs to process the data as fast as
possible.

We have identified three Big Data architectures in this domain. As the found use
cases are completely different, the chosen architecture, which is in Fig. 8, was picked
because it contains the majority of specific properties, and it is easily readable.
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Fig. 7. Representative of the manufacturing domain.53

Fig. 8. Representative of the military domain.58

3.8. Aviation

In this domain, the data are heterogeneous and featured by, for instance, the air-
craft, airline and airport data, market information, flight tracking data, passenger
information, weather conditions, and air safety reports.62 The data is typically used
for predictions,60 aircraft tracking,61 and safety measures.62 The typical challenge
in this domain is to dealing with scalability and multiple data formats. Safety is
the property that was mentioned most in this domain.

Three Big Data architectures are found to be available. Because of the partic-
ularity of this domain, we infer that there might be more Big Data architectures
existing but not published. Figure 9 depicts an exemplary Big Data architecture
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Fig. 9. Representative of the aviation domain.62

for aviation, which has been chosen for its simplicity. It shows the architecture of
the cloud-based data warehouse that can be queried.

3.9. Agriculture

In the agriculture domain, the main goal of Big Data analysis is to improve farm-
ing productivity by recommendation, prediction, or problem detection.63–65 Thus,
the information about the plants, soil, water, fertilizers, pesticides, and weather
is essential. The data are collected from sensors, weather stations, satellites, and
public bodies.64 The architectures consider a recommendation for multiple types of
users to improve their management.

Big Data in the agriculture domain has to deal with all typical data challenges,
like volume, velocity, and variety. In the case of IoT devices, it also needs to handle
the poor-quality data. For example, the solar radiation data collected shortly after
rain should not be used in assessing crop performance.65 The analysis in this domain
is performed in a batch, stream, as well as real-time processing mode. The main
focus of the architectures is the scalability, extensibility, visualization, and handling
of multiple types of users. In addition, we found that there is the highest number
of papers in agriculture that consider recommendation as a use case.

We have found three Big Data architectures in this domain. It is possible because
the availability of Big Data in this domain is quite a new phenomenon. In Fig. 10,
we present one of them, which, through the SmartFarmNet gateway, manages the
communication connected IoT devices. It contains most of the specific properties
in this domain. The collected data are stored, processed, and provided to users
through different APIs.
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Fig. 10. Representative of the agriculture domain.65

3.10. Education

Big Data analysis in the education domain can be used for educational statistics,
prediction of course enrollments, or identification of the students’ status.67 The
data can be collected from information systems, documents, logs from university
servers, public portals, or social networks.66 A typical characteristic of this data is
its great variety. Typically, data mining are performed on them.

We have identified only two Big Data architectures in this domain, which might
be caused by the fact that the data analyzed in universities is typically not very
big. Hence, the Big Data architecture does not need to be studied explicitly. One
of the identified architectures is depicted in Fig. 11 to illustrate an example of this
domain.

3.11. Environmental monitoring

In this domain, data can come from many different sources, for example, sensors,
geographical information systems, or global positioning systems. They are then used
to model and manage environmental processes.68 Fazio et al.69 are, for instance,
focusing only on the storage of Big Data, combining the document and object
storage, while Fang et al.68 use a more typical four-layer architecture. The analysis
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Fig. 11. Representative of the education domain.66

Fig. 12. Representative of the environmental monitoring domain.68

is done either on historical data or real-time data. In both cases, cloud technology
is used, which helps to ensure the scalability and reliability of these systems. We
have found two Big Data architectures in this domain. In Fig. 12, we present a more
concise one.
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4. Cross-Domain Findings

We have found numerous implications in terms of similarities as well as differences
among the application domains and architectures designed for supporting their Big
Data analysis. This section discusses the key findings from our study, also presented
in Table 2, which shows the common characteristics of the pairwise comparison of
the domains.

To construct Table 2, we have first extracted Big Data architecture properties
from the analysis in Sec. 3. Specifically, we have linked the properties discussed
within Sec. 3 to all the 61 individual architectures, which resulted in Table A.1 in
Appendix A. The data from this table was then used to construct the list of specific
properties for each domain by taking the properties that were present at least in
50% of the architectures in that domain. When the domain contained only two
architectures, we took only the properties that were included in both of them. We
also found the properties that were specific only for one domain. Those domain-
specific properties were included in the table if their presence distinguishes the
domain from others, i.e. the percentage of the included property is higher than in
other domains.

This typical properties were then used to construct Table 2, which illustrates
the properties of the pairwise comparison of the domains. The information on the
diagonal corresponds to the properties that are considered typical for that partic-
ular domain. If we did not identify any specific properties for the domain or any
specific common properties for the pair of domains, the corresponding cell is left
empty.

4.1. Similarities of Big Data architectures across domains

This section summarizes the similarities across the Big Data architectures in the
application domains, as outlined in Table 2. Moreover, some properties are similar
across all the domains. They have not been included in the table for readability.
These properties are data variety, batch and real-time processing, architectural scal-
ability, and data visualization.

Big Data Sources. The usual data source in most of the domains is a sensor. Sen-
sors are typically used for system monitoring and anomaly detection. In the smart
building domain, they can, for example, detect a fire in the building.29 Another
popular data source is data from social networks. For example, in healthcare, social-
network data are used to track the mental health of some patients14 or to predict
health trends in regions.12 Also, in the transportation domain, social network data
are used for traffic predictions.21 Besides these types of data, multimedia are used
in healthcare, transportation, military, agriculture, and environmental monitoring
for the image, video, or audio analysis. Another common data source is GPS, which
is used in transportation, agriculture, and environmental monitoring for analyzing
the position of a particular object or person.
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Big Data Technologies. From the Big Data tool perspective, the majority of
Big Data domains uses Apache Hadoop for distributed computing and as the dis-
tributed file system. Another popular computational framework, specifically in the
transportation and energy management domain, is Apache Spark. Furthermore,
many domains indicate the usage of NoSQL databases, such as Apache HBase,
MongoDB, or Redis, as the most typical examples.

Big Data Analysis. Data mining is the most common type of analysis in multiple
domains, including healthcare, energy management, transportation, manufacturing,
military, aviation, and education. Its techniques are used for prediction, detection,
and recommendation. Many domains also use statistical analysis. For instance, in
the energy management domain, statistical analysis is used to understand the con-
sumption and usage of energy,20 and in the education domain, statistical analysis
is used to understand data about schools.67 On the other hand, machine learning
was not discussed very often (only in healthcare, transportation, and military),
which might be caused by the fact that our study only focuses on papers with
explicit Big Data architecture, while machine learning approaches rather focus on
the algorithmic, than architecture, side of the solution.

Big Data Applications. One of the most popular scenarios discussed together
with the Big Data architectures is the monitoring (with the exception of transporta-
tion and military domains, where the monitoring was not discussed explicitly). For
example, the growth of crops is monitored in the agriculture domain,64 or the mov-
ing vehicles are monitored in the transportation domain.22 On the other hand,
the military domain, instead of monitoring, focuses on tracking specified targets.58

Similarly, tracking is also relevant in the aviation domain. However, military and
aviation are the only domains that mention tracking in connection with Big Data
architectures. Event prediction is another common application, which can be found
in most of the domains, with the exception of energy management, smart buildings,
manufacturing, and environmental monitoring that do not discuss it explicitly in
connection to Big Data architectures. For example, in the education domain, the
number of students who will enroll in courses can be predicted.66 Further, in the
transportation domain, the traffic21 and travel time24 is the focus of the predic-
tion. The third most common use case is the information detection. For example,
in healthcare, frauds,10 diseases,9 and anomalies in the behavior of patients15 are
detected. Moreover, in the manufacturing domain, deviations from the process mod-
els are detected, so that prompt reaction to problems is possible, and the efficiency
of the production can be improved.56

Big Data Challenges and Architectural Features. Some of the domains high-
light the specific focus of the architectures, such as the latency of computing, which
is emphasized in healthcare, energy management, and transportation. Moreover,
security is receiving specific attention in the Big Data architectures in healthcare,
smart buildings, smart cities, military, and aviation. There is also an emphasis on
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data quality, specifically in agriculture, due to relying on erroneous sensors and mil-
itary due to the criticality of the impact of the analysis. In addition, data quality
is considered in the architectures in the military and transportation domain. For
several architectures, the typical similarity is the utilization of cloud technologies.
For example, in smart cities, the cloud is used for the storage and analysis of data
from several data sources.30

4.2. Differences of Big Data architectures across domains

Specific properties. We have found several properties that are unique for a spe-
cific domain, i.e. the percentage of the property is higher than in other domains. For
instance, in healthcare architectures, several approaches are using fog computing
to reduce the volume of data that needs to be sent to the cloud. In other domains,
we did not see such a big emphasis on this technique. We have only observed it in
some of the smart cities architectures.

In the smart buildings domain, the maintenance of the components con-
nected to the system is a very typical use case. The architecture moreover,
needs to manage the communication between the components well. We expect
that this use case is highly relevant also in the manufacturing domain, although
we have not identified any Big Data architecture that would be explicit about
this.

In smart cities architectures, service orientation is very common. As the system
needs to operate many services, it is natural to use a service-oriented architecture.

The exclusive type of analysis in the manufacturing domain is business process
analysis. Systems analyze the processes that are executed in production. Their aim
is to increase the effectiveness of the process by, for example, discovering unusual
behavior or bottlenecks in them.

In the military, the simulation use case had a slightly higher percentage of
usage, comparing to other domains. This use case was also mentioned in several
smart cities papers.

In the aviation domain, the most commonly emphasized property, also reflected
by Big Data architectures, is safety. Surprisingly, safety is not much mentioned
in other domains, although we expect it to be important also elsewhere than in
aviation.

In agriculture, the architectures typically pay special attention to reflecting mul-
tiple types of users, such as farmers, data scientists, companies, public administra-
tors, and domain experts, each using the system in a very different way. That is why
this property is emphasized in the architectures. In addition, the recommendation
use case has a higher usage here than in the other domains. No other domain pays
much attention to the user roles in the system.

In energy management, transportation, education, and environmental monitor-
ing, we did not find any unique property, specific only for one domain.
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4.3. Implications for building and improving Big Data

architectures

By reviewing the similarity and difference of domain-specific Big Data architectures,
we have derived the following implications and guidelines on how to build, design,
and implement a Big Data architecture.

Smart cities and healthcare are the most indicative domains for studying Big
Data architectures. Both of the domains feature a high number of architectures,
indicating that the Big Data architectures in smart cities and healthcare are well
developed, and they may be more mature than the architectures in other domains.
We have summarized the majority of the Big Data architectures in the two domains
to provide a foundation for practitioners to build or adopt Big Data architectures.

Due to the large variety of application domains, Big Data architectures are not
yet proposed in a number of domains. For instance, in agriculture, education, or
environment, only a few proposed Big Data architectures can be found. Further, in
some domains like biology, astronomy, marketing, or sport, we have found only one
or no architecture. Some possible reasons can be that in those domains, researchers
and practitioners are not sharing their architectures, one of Big Data architectures
has been widely accepted in that domain, or those domains need significant effort
in creating a Big Data architectures. On the other hand, it can also be considered
as a research gap in those domains. That is, Big Data architectures can be proposed
or adopted in domains such as agriculture, education, or environment.

Table 2 can be used as a knowledge base for building a domain-specific Big
Data architecture. Similarities of Big Data architectures in different domains have
been derived. Thus, a Big Data architect can look into the architectural features
from similar domains and reuse features in their own context. We have found many
similarities, for example, in healthcare, smart cities, manufacturing, and agriculture.

The knowledge of Big Data architecture in one domain can be brought to other
domains. As several domains contain specific property that was not emphasized in
other architectures, we can see that, for example, when implementing a fog com-
puting architecture in the transportation domain, one can borrow the experience
from healthcare architectures and see how they manage to do it. Furthermore, some
domains can be grouped and relatively isolated from other domains. That means
the Big Data architectures are scoped in only several domains. Thus, an Big Data
architect does not need to go through all the architectures in every domain rather
focus on certain domains. For example, the manufacturing and education domains
can be considered as a cohort.

There is a popular toolset in Big Data architectures. The majority of archi-
tectures consider Apache Hadoop for data storage and processing. Also, NoSQL
databases, such as Apache HBase, MongoDB, or Redis, are very commonly specified
for data storage. As a data processing alternative for Hadoop, several papers con-
tain Apache Spark in their architectures.18,20,21,23 Therefore, we can infer that these
tools are mature enough to be utilized in the newly created Big Data architectures.
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As these Big Data tools and software have been used in different application
domains, those aforementioned tools are considered to be not domain-specific and
can be used independently from the domains.

There is no “one fits all” Big Data architecture for every domain. When design-
ing a Big Data solution, in most cases, it is better to look for a domain-specific
architecture rather than to look for a general architecture, like the one we present
in Fig. 1. Although this general architecture is well designed, it does not emphasize
domain-specific properties, like the discussed service-orientation, safety, or need for
multiple types of users, which should be understood when designing a Big Data
solution for a specific domain.

4.4. Exemplary indications for building a new Big Data

architecture

This section demonstrates an exemplary scenario, in which we intend to design a
new Big Data architecture for a specific data-intensive system. Consider a hospital
system for predicting medical diagnosis. For the purpose of this illustration, we
can set the functional requirements aside and move forward to the point when the
analysis of the non-functional requirements of the system indicates that the Big
Data architecture of our medical system shall integrate Hadoop and NoSQL as well
as apply data mining. For the software architect, this is still a very open assignment
where guidance in terms of an existing Big Data architecture template is missing
and the guideline is needed to prevent architectural flaws that would later be very
hard to correct. To obtain such guidance, the following steps can be taken based
on our results.

First, the match to the required properties can be looked up in Table A.1,
where we see three architectures in the healthcare domain that match the required
properties. As these matching architectures differ in their remaining properties,
they guide the architect to consider multiple clarifying questions and decide among
the three options. The decision depends on the system design priority. For example,
if the new system needs to ensure a rigorous patient privacy, we can decide to follow
the architecture in Ref. 10. If we prefer the importance of latency in our system, we
can look for the inspiration in Ref. 13 or Ref. 12. Further, if we plan to integrate
Fog computing within our solution, we can follow Ref. 13 to design the Big Data
architecture.

Furthermore, the architect might benefit from the inspiration from other
domains. In Table A.1, we can see that papers in the energy management and
transportation domain also share the same required properties. Thus, the two archi-
tectural alternatives18,20 from the energy management domain can be considered to
in designing the new Big Data architecture. Besides, there are also good indications
in the transportation domain, which are described in Refs. 21 and 23. Similarly, we
can filter these architectures based on clarifying questions matching the differences
in the properties of the architectures. For example, if we need high-level security, we
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can follow the architecture in Ref. 20. If the system needs to integrate multimedia
analysis, we can refer to Ref. 18 or Ref. 21.

5. Conclusions

In this paper, we have conducted a comprehensive survey on Big Data architec-
tures in a total of 11 application domains across from traditional domains such as
agriculture and education, to emerging domains such as smart building and smart
cities. In each of the application domains, we have searched and reviewed a set of
Big Data architectures that are proposed in it and selected one representative Big
Data architecture to describe how a typical architecture is used in that domain.

Based on the survey of Big Data architectures in all the surveyed domains, we
have derived the similarity of the Big Data architectures from different domains,
where the common features across different domain-specific Big Data architectures
and pairwise comparisons have been presented. Further, we have also found dif-
ferences and distinctions among the Big Data architectures due to their specific
domain property. The similarity and difference of Big Data architectures enable us
to interlink the domains and indicate how to complement and improve different Big
Data architectures as well as to understand why certain component in a Big Data
architecture is critical to a specific domain. Based on the results and analyses, we
have proposed a set of practical guidance on how to build and improve Big Data
architectures.

As future work, we plan to refine the granularity of the survey further and
investigate how to configure a Big Data architecture. Also, since we believe that due
to domain features, there is no “one fits all” architecture for every domain, detailed
guidance on how to build or improve Big Data architectures in each domain can
be constructed. Therefore, in the future, we also plan to derive guidelines or best
practice of Big Data architecture for every application domain.
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Table A.1. Properties of the reviewed architectures.
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