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Abstract: An increasing number of devices and their communication with each other generates
huge amounts of data. The efficiency of processing such large and heterogeneous data is crucial for
extracting the reliable and consistent information that is needed for the effective management of
smart cities within the field of transport. Data heterogeneity and volume as well as its integration and
analytics are big challenges for decision-makers. The development of urban agglomerations is largely
dependent on the proper management of such data. Therefore, this paper explores the role of these
data repositories, their acquisition from different sources, and the ways to combine them. The main
goal of this paper is to propose a concept of Smart City management based on Big Data Analytics
and technology related to UAVs (Unmanned Aerial Vehicle) which may reduce costs and resource
consumption. The presented concept includes successive data generation and collection, data type
identification, problem and requirement identification, filtering, classification, pre-processing, and
data optimization, as well as decision support analysis. A key part of this analysis utilizes computer
algorithms, such as Speeded Up Robust Features (SURF) and Thresholding and Blob detection, to
develop a multi-camera image recognition system for freight transport management and logistics in
smart cities. The objective is to design a system that optimizes the route planning and time of vehicle
passage on selected road sections, ultimately leading to the reduction of emissions. During the study,
data obtained from multiple sources were compared, and the analysis uncovered different results for
the same assumptions. We discuss the reasons for these variances. Overall, the results obtained in the
analysis indicated that it is necessary to correct the predictions of the multi-camera image recognition
system with additional methods and algorithms.

Keywords: UAV; smart cities; ITS; big data analytics; fleet management; heterogeneity; freight transport

1. Introduction

The rapid increase in the population of cities creates many challenges related to
overflowing data repositories. The amount of data being acquired is growing at an un-
precedented rate. Such repositories, the so-called Big Data, have great potential to be used
as a source of data in the analysis of financial issues, energy management, and ecology, as
well as in the management of city transportation systems. Managing and analysing such
data offers huge benefits, but it also generates problems. In the age of the information
society, Big Data is an important issue that enables organizations to store, manage, collect,
and manipulate huge amounts of data at the right time, at the right speed, and for the
right purpose. Big Data is not a standalone technology, it is a set of data obtained from
heterogeneous, autonomous sources that is collected in extremely large quantities and
updated in fractions of a second.

The rapid accumulation of huge amounts of data strengthened the need to change the
classical approach and adopt the concepts related to Big Data Analytics. Big Data Analytics,
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as defined in [1-5], is the implementation of selected processes considering new paradigms.
The main challenges of such an approach are [1]:

Heterogeneity;

Interpretation;

Modelling and analysis process;

Process of data integration, aggregation, and representation;
Process of data extraction and cleaning;

Data acquisition process.

It should be highlighted that the implementation of such a concept, regarding known
challenges, requires modern IT techniques and tools.

The concept of Smart Cities is widely described in the literature [6-12] and requires the
reorganization of city life areas (e.g., creation and implementation of modern information
and telecommunication technologies for smart city management, root planning, etc.). One
of the reasons for this reorganization is the increasing number of vehicles that congest the
streets and produce harmful substances that pollute the environment. To counteract this
problem, radical steps have been developed to improve the quality of local transport with
the objective of making transport more efficient and environmentally friendly. Innovative
planning leads to resource optimisation and a reduction of harmful emissions. Efficient
management systems provide better planning of routes, networks, and locations in addition
to simplified activities that can replace obsolete solutions, outsource transport to “green”
carriers, and fulfil transport with less energy-consuming means.

It should be noted that it is necessary to establish effective mechanisms for the manage-
ment of intelligent transport systems, especially those that will efficiently use large amounts
of heterogeneous data to obtain reliable information. The ability to perform analysis and
provide decision support alternatives is crucial, whether the task is to evaluate an existing
unstructured repository or real-time and archival data sets from various data sources.
Motion sensors, surveillance systems, and other detection devices (e.g., radars, lidars,
induction loops) are the primary tools to obtain such data (e.g., vehicle speed, frequency,
traffic, etc.) and to develop professional analytical systems (Table 1).

Table 1. Data sources and collection technologies for ITS [13].

Data Sources

Detection
Devices

Data Types

Advantages

Limitations

Magnetic loops

Volume, speed,
classification, occupancy

Weather invulnerability

Cost, sensitivity for
heavy loads

Roadway data Volume, speed, .. . Cost, weather vulnerability,
e Traffic invulnerability, . .
Cameras classification, occupancy, . g special data extraction
.. : continuous data collection . .
incident detection algorithm required
Coverage, no additional
. road infrastructure needed, Special data extraction
Navigation, o . . . . .
cellular based Position, speed, travel time  continuous data collection, algorithm required,
Vehicle-based weather invulnerability, positioning precision
€ 1Cde:[ ase well suited to urban areas
ata

Vehicle
connectivity

Position, speed, travel
time, obstacles

Coverage, no additional
road infrastructure needed,
continuous data collection,

weather invulnerability

Short range
communication devices
necessary

Online, real-time
traffic data

Online services

Traffic flow, speed,
time occupancy

Available online,
continuous data collection,
weather and traffic
invulnerability

Location precision,
unstructured data, special
data extraction
algorithm required
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Information on the vehicle traffic of different road sections and intersections is crucial
for transport companies and local administration [14]. Trend analysis based on historical
data is used to plan/develop transport infrastructure in cities and beyond [15]. The
measurement of traffic volume is an indicator of congestion, the possible concentration
of air and noise pollutants, expected fuel taxes, and toll collection [16,17]. These factors
have a great impact on the decision-making process related to the management of smart
cities. The impact of each factor has a different rank [18]; however, air emissions likely
affect decision-makers the most. Even small changes to emissions affect the perception of
transportation means and change attitudes toward the technology used. Although emission
reductions in the transport industry have increased significantly, there is a belief that even
better results can be achieved by using new tools or by improving the existing ones.

Therefore, we claim that the acquisition of traffic parameters, such as vehicle speed
and vehicle type classification, may be improved with the use of vision devices mounted
on UAVs. Small unmanned aerial vehicles, known as “drones”, are more often used in
traffic analysis. UAVs can perform air operations in places where manned aviation cannot
be used (e.g., in dense urban infrastructure), and their usage provides significant economic
and environmental benefits with minimal human risk. Methods that use UAVs for traffic
testing, unlike other methods, are non-invasive, environmentally friendly, and ready for
use in dynamically changing circumstances. Data obtained by UAVs are used for various
purposes including surveillance and monitoring, traffic violation recognition, traffic jam
management, traffic light optimization, and vehicle trajectory identification. The collected
data about road traffic are processed and analysed using specialized algorithms [17,19] to
answer research questions related to accident risk assessment, etc.

Despite its enormous advantages, such data requires a lot of computation to obtain
reliable and accurate information. An even greater challenge is the integration of these data
with data obtained from existing devices in ITS systems. This article discusses the concept
of Big Data repositories and how to merge heterogeneous data from stationary devices,
UAV cameras, and online map services using so-called cloud computing.

The remainder of this article is organized as follows: Section 2 provides the fundamen-
tals of big data analytics and its heterogeneity; Sections 3 and 4 describe the methods and
main objectives of extending data resources with image information collected using UAVs;
Section 4 provides the results of research on combining heterogeneous data from different
sources on urban vehicle traffic; and Section 5 presents a discussion of the related work
and ends the article with some concluding remarks and suggestions for future work.

2. Big Data and Its Heterogeneity

The term Big Data refers to data repositories so extensive that it is difficult to manage
them using existing methods and tools. Difficulties may also result from the way they are
collected, stored, searched, shared, analysed, etc. Big Data is characterized by the following
properties (i.e., the 4Vs) [20]:

o Large, rapidly growing quantity (volume);

e  The need for real-time processing (velocity);

e  Various levels of data uncertainty and reliability (veracity);

e  Small structuring of the form and standard of writing (variety or heterogeneity).

Using systems with such data collection raises numerous challenges, e.g., the need
to use many specialized methods, means, and techniques. When the analysis speed and
repository volume need to increase, Big Data processing tools are the most appropriate
options [12]. This is especially useful for fast-changing, real-time data repositories. Big Data
tools can divide complex tasks into simpler, parallel tasks, thus reducing computational
complexity. The Hadoop Distributed File System (HDFS) is one of the basic Big Data
tools that simplifies the distributed processing of large data sets with simple programming
models. Hadoop YARN (planning and management of data resources) supports various
programming models, real-time, and other specific data. Elastic MapReduce (EMR), which
works with numeric and symbolic values, and Flume are used to efficiently collect, ag-
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gregate, and move large amounts of data. Zookeeper is used to handle the quantity and
authenticity of data. One may also use many other high-quality tools to manage large
data sets.

The Big Data tools and algorithms that solve the difficulties associated with large
amounts of data, distributed data sets, and complex and dynamically changing data
features include:

Pre-processing of heterogeneous, incomplete, uncertain, rare, and multi-source data;
Extraction, after initial processing, of complex and dynamically changing data;

Data testing;

Performing feedback analysis.

Heterogeneity, as mentioned earlier, is one of the basic features of Big Data. Hetero-
geneous datasets are composed of structured, partially structured, or even completely
unstructured data produced by any device capable of transmitting information. Hetero-
geneous data are any data with a high variability of types, formats, and sources. They
have many different types and forms of representation that may be related to each other or
completely unrelated. They may be ambiguous and of poor quality, worthless, redundant,
and underdeveloped. Heterogeneity can be desirable when increasing the efficiency of
local systems, but it can also be an undesirable obstacle to the cooperation between dis-
tributed systems. According to the literature, the heterogeneity of data may involve the
following aspects:

e  Syntactic heterogeneity, which occurs when two data sources are represented with
different languages.

e  Conceptual heterogeneity, also known as semantic heterogeneity or logical mismatch,
which is caused by the following differences in modelling the same domain:

O Range difference, when two data sources describe different parts of the field
studied at the same level of detail but from a unique perspective;

O Detail difference, when two data sources describe the same part of the domain
from the same perspective, but at different levels of detail;

O Perspective difference, when two data sources describe the same part of the

field studied at the same level of detail, but from a different perspective.

e Terminological heterogeneity, which includes name differences for the same entities
from different data sources.

e  Semiotic heterogeneity, also known as pragmatic heterogeneity, which is defined as
the different interpretations of objects by different people.

Implementation of information technologies that integrate functions in any system
is commonly known and supported with many solutions. However, the integration and
analysis of diverse, heterogeneous data seems to be more challenging (Figure 1). It is
important to understand and analyse heterogeneous data in complex IT systems without
any delay, and every successful system must be able to handle heterogeneous data.

4 N

BIG DATA REPOSITORY

C Data Integration )
N 0\ . Data Source
0B 3) | (Comomm )J

C Preprocessing

Figure 1. Integration of data from heterogeneous sources.
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There are many challenges throughout the Big Data analysis process, including real-
time processing, handling complex data types, simultaneous data processing, etc. To
solve these challenges, an appropriate model is required that presents data sources and
their actual attributes, relationships, and functions (e.g., scalar measurements, numbers,
samples, signals, images, documents, etc.). Such data should be described using appropriate
mathematical sets and constructed according to the state of the objects they represent. The
presented models should also consider incomplete information, which gives an accurate
representation of the real world.

3. Materials and Methods

Significant ITS development has accelerated the pace and direction of data acqui-
sition. Nowadays, data come from many different, unprecedented sources. Whether
stationary, portable, or online, the acquired data may be used to detect traffic dependencies
(monitoring, incident detection, verification, and classification) faster. Most of these data
are generated directly in digital format, which makes their use more convenient. The
most popular method of road situation analysis regarding the above issues is based on
algorithms created by Google for their Maps functionality. Google Maps generates data
during the transmission of GNSS signals between satellites and individual users’ devices
(e.g., cell phones or vehicles). The technology used to collect large amounts of data from
consumer devices has been called crowdsourcing. Google Maps also has access to local
municipality data, such as information about roads, road types, road works, and speed
limits. Google uses these data to design algorithms that continuously calibrate and tune
predicted travel times.

Figure 2 shows the process of collecting traffic information from the Google application
interface. Users of Google services share their location information with Google when they
use services such as web browsing, Google Maps, Gmail, YouTube, and similar Google-
branded services. The locations shared by thousands of people in each city are connected
to Google’s location servers. Using both the information shared by users in real-time
and past data, Google’s servers obtain traffic information including the traffic volume
on roads, estimated travel time between the origin and destination, the popularity of
places, identification of extreme traffic conditions, etc. The methodology for estimating
traffic parameters is not disclosed by Google and thus remains unavailable to the public.
However, the current traffic volume results are made available to the public in graphical
form via Google Maps, and the numerical data are available in the Google API (Application
Programming Interface) [21].

Google cloud
computing

Directions
API

Distance
Matrix API

Up-to-date data from various
sources on road conditions,
temporary shutdowns,
long-term repairs,
emergencies

Figure 2. Google crowdsourcing model. Source: our studies described in [21].
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In this paper, the Speeded Up Robust Features (SURF) algorithm for object recognition
in motion was used. This algorithm was presented in 2006 at the Computer Vision confer-
ence in Gartz, Austria. It is a development of the SIFT (Scale-invariant feature transform)
algorithm and, similar to the SIFT algorithm, the SURF algorithm is robust to scale changes
and object rotations during the analysis. The main components of this algorithm are feature
descriptors and an edge detector. The detector is based on a Hessian matrix:

_ [Lyx(x,0)  Lyy(x,0)
H(x,0) = Lyx(x,0) Ly;(x,(f)

@

where Ly, (x,0) is the result of smoothing filters at point x and the ¢ scale, and xy is the
first derivative in the dx direction and the second derivative in the dy direction (Figure 3)
(similarly: Lyy(x,0), Lyx(x,0), Lyy(x,0)). The SURF algorithm uses an approximation similar
to the Difference of Gaussians (DoG) method:

a b
g(x,y) =wx f(x,y) = ) Y dew(dx,dy)ﬂde,wdy), @)
x=—ady=—

where g(x,y) is the filtered image; f(x,y) is the original image; and w is the filter kernel.
However, to simplify the computational complexity, the SURF algorithm is based on a basic
Laplacian. In turn, the descriptor describes the distribution of Haar-wavelet responses in
the neighbourhood of the point of interest. The individual steps of the algorithm involve
finding portions of the image that remain constant, as well as selecting baseline points
and evaluating the degree of transformation based on the gradients of the selected areas.
Each change in the observed points represents a unique feature that is tracked throughout
the image analysis process. The search for points in each successive frame of the image
sequence is performed by comparing their fragments with a pattern. However, whole areas
are not checked. Only the values of the base points along with their nearest neighbours are
checked to detect the offset from the previous image frame. If the values are similar, the
object is recognized and labelled. The computation of the Hessian matrix is responsible for
the degree of similarity [22].

Figure 3. An example 4 x 4 pixel set showing how the SURF algorithm finds object features and
determines the gradient of the points of interest using dx and dy differentials [23].

As a first step to obtaining the SURF descriptor area, it is necessary to build a window
around the points of interest. This window consists of the pixels that make up the entries in
the descriptor vector. The default size of this window is 20 pixels. The window is divided
into a descriptor of 4 x 4 regular subregions. In each of these subregions, regularly spaced
samples of points are determined using the Haar wavelet, from which gradients, local
minima, and local maxima are examined. The relative and absolute values of the dx and dy
vectors shown in Figure 3 are used to gather information for each subregion.
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A novel approach is to use two independently operated cameras mounted on un-
manned aerial vehicles that collect video footage from two remote points in the city. A
schematic of the automatic object detection algorithm used and the comparison of the
analysis results to the data collected through the Google Distance Matrix API is shown
in Figure 4. The purpose of this study is to propose a method for analysing data on the
current traffic situation using real images from cameras mounted on UAVs. The study
using two drones was conducted at different times of the day considering peak traffic hours
and holidays.

GMNSS5 time and : I

localization data
o)

KT 3

‘_
o)

Searching chjects
Video image 1 b method Video image 2 M—

SURF detection
and tracking data

Object Object
found? found?
Yes Yes
b 4 -

F 3

Time stamp T1 4 Td=T2-T1 Time stamp T2

l

Obtaining results

of time difference

Comparing
heterogenous
data inputs

Google cloud computing.
Distance Matrix APl data.

Obtaining final

results

Figure 4. Algorithm for comparing vehicle travel time results obtained from UAV with data from the
Google Distance Matrix API application. Source: our own study.

The data extracted from Google cloud computing contains the travel times proposed
by the Google algorithm for different routes at different times of the day considering the
estimated vehicle traffic. The getDistance() function [24]:
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function getDistance() {
var ss = Spreadsheet App.getActiveSpreadsheet();
var inputSheet = ss.getSheetByName(”Inputs”);
var range = inputSheet.getRange("B2:1");
var inputs = range.get Values();
var outputSheet = ss.getSheetByName(”Outputs”);
var recordcount = outputSheet.getLastRow();
var timeZone = "GMT+5:30";
var now = new Date();
var rDate = Utilities.formatDate(now, timeZone, "MM/dd/yyyy”);
var rTime = Utilities.formatDate(now, timeZone, "HH:mm:ss");
var numberOfRoutes = inputSheet.getLastRow()-1;

was used to automate the data retrieval. Example results of travel time and distance for
different routes are shown in Table 2.

Table 2. Sample of automatic travel time and distance data from Google APL

Route Timestamp 1;;;21 Dl(itgt;ce 3(1:::7}3 Travz)T rme Date Time
R200 12/4/2022 14:26:46 0:23:03 6649 17.31 1383 12/4/2022 2:26:46 PM
R201 12/4/2022 14:26:46 0:23:11 6702 17.35 1391 12/4/2022 2:26:46 PM
R202 12/4/2022 14:26:46 0:23:35 7692 19.57 1415 12/4/2022 2:26:46 PM
R200 12/4/2022 14:36:46 0:22:55 6649 17.41 1375 12/4/2022 2:36:46 PM
R201 12/4/2022 14:36:46 0:23:20 6702 17.23 1400 12/4/2022 2:36:46 PM
R202 12/4/2022 14:36:46 0:25:48 7692 17.89 1548 12/4/2022 2:36:46 PM
R200 12/4/2022 14:46:46 0:25:33 6649 15.61 1533 12/4/2022 2:46:46 PM
R201 12/4/2022 14:46:46 0:25:42 6702 15.65 1542 12/4/2022 2:46:46 PM
R202 12/4/2022 14:46:46 0:28:03 7692 16.45 1683 12/4/2022 2:46:46 PM
R200 12/4/2022 14:56:46 0:28:55 6649 13.80 1735 12/4/2022 2:56:46 PM
R201 12/4/2022 14:56:46 0:29:20 6702 13.71 1760 12/4/2022 2:56:46 PM

The sample materials for testing the automatic travel time counting of selected urban
vehicles with an emphasis on urban freight transport are shown in Figure 5.

Figure 5. Sample images for automatic detection of a vehicle moving between two cameras.

Example results of the automatic detection of moving vehicles are shown in Figure 6.
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Figure 6. Example results of image analysis for the automatic detection of moving vehicles. Upper
image—cameral; Lower image—camera2.

Based on the data obtained, several analyses can be carried out regarding the distribu-
tion of traffic intensity in the selected area. This is a particularly important task in relation
to the city’s transport system. At the same time, such a large dataset often makes it difficult
to perform optimal analyses due to the time consumption, labour intensiveness, cost, and
possibility of unknown systematic errors. Obtaining reliable values requires a well-chosen
algorithm and the correct measurement process. Unfortunately, it often turns out that not
all measurements give real results, and the data obtained must be simplified or rounded.

4. Results

Preliminary findings and supporting research were completed before the actual re-
search was conducted. Single drone flights were conducted over multiple urban locations
including expressways, intersections, traffic circles, and single and multi-lane roads. Sev-
eral image processing algorithms were analysed and selected to determine the appropriate
drone flight altitude. GNSS measurement accuracy tests without RTK (Real Time Kinematic)
corrections were performed to avoid time and flight location synchronization problems.
Several simplifications were made due to the conceptual nature of the research, includ-
ing narrowing down to finished vehicle silhouette samples to identify possible problems.
However, we did not delve into methods such as deep learning so that we could quickly
implement algorithms from the OpenCV library using the Visual Studio environment.

After collecting travel time proposal data from Google’s servers, an attempt was made
to find a formula and method to determine travel time based on the actual traffic data in
the city. Data from Google Cloud Processing was collected from February to May 2022
on many different routes simultaneously. Figure 7 shows the predicted travel time for
only three selected routes leading to the same destination following different intermediate
points (it can be observed how much information is collected in just one month).

To visualise this situation, the data obtained from various sources (e.g., images from
a camera mounted on a drone, measurements obtained online, and GPS forecasts) were
correlated. The analysis used the selected measurement data generated over 12 days
(Figure 8).
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Figure 7. Google Cloud data from predicted travel times for three routes over a one-month period.
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Figure 8. Comparison of heterogeneous data from different sources (Google Cloud data, UAV flight
video data, GNSS data) on travel time for selected routes.

The presented sample data contains driving routes at different times of the day and
week, where the real-time data were automatically collected by two UAVs. We observed
differences in the prediction errors of the Google data depending on the number of vehicles
and the distance. The obtained data varied depending on the specific day (communication
peak or holidays) from 16 to 35 min. The standard deviation between the results for
subsequent days took values from 0.70 to 8.36. The differences were quite low (except on
the last day) but still relevant for enhancing the algorithms and optimizing their sensitivity.
The different density of vehicles on the streets, despite the survey being completed during
the same hours, was due to working days and holidays (measurements 4 and 9). The largest
variances occurred during peak hours of working days and before upcoming holidays
(measurements 2 and 12). This study compared different heterogeneous data and identified
reasons for the variances. Overall, the automatic measurement using two UAVs shows
that it is necessary to include a correction for travel time predictions when using third-

party algorithms.
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The heterogeneity of the data being compared (i.e., vehicle traffic flow data, travel
times, travel speeds, and pixel-based video data) requires the use of multiple assessment
criteria to analyse these data and draw appropriate conclusions that can serve as reliable
and reproducible information in intelligent transportation systems. Additionally, the
variability of conditions and factors that differently affect these inconsistent data makes
proper interpretation difficult.

5. Conclusions

This paper proposes a method to combine and analyse heterogeneous data from dif-
ferent sources to improve the quality of travel time forecasting on selected routes in urban
agglomerations and reduce harmful emissions. The method could be useful for travel route
planning in urban logistics and freight transport. We analyse several technologies and
standards, the problems of large data sets (Big Data) and their heterogeneity, heterogeneous
contents analytics, and their significance for intelligent transportation systems in smart
sustainable cities. We also examined the reliability of available systems, such as Google
Maps and Google Cloud Computing, etc., when processing large data sets to obtain reliable
information for their users. Despite the purely informative nature of these data, they
are often treated as non-questionable. All technologies that generate such data for dy-
namic modelling focus on supporting and developing effective calibration and monitoring
methods in ITS systems. Each of them has different technical characteristics and operat-
ing principles that determine the types of data collected, accuracy of the measurements,
maturity levels, feasibility, costs, etc.

To make full and proper use of our proposed method, one should know the special
conditions that must be fulfilled and the weaknesses of the proposed method. Firstly, the
problem of the short battery life of UAVs is known. According to the manufacturer of the
vehicle used, batteries last up to a maximum of 30 min of flight, but in practice, it has been
shown that there is no more than 25 min of flight on a single battery. Of course, it is possible
to change the battery, but testing has shown that this change results in about a two-minute
pause in data collection. A solution is to use commercially available platforms for inductive
drone charging. Secondly, several conditions need to be considered when selecting and
using algorithms for video data processing and analysis. The selection should be performed
in a way to represent a balance between efficiency, reliability, and processing time. For
the purposes of the proposed concept, this paper uses a simplification consisting of using
existing image processing methods with the lowest possible computational complexity to
enable real-time analysis. Large feature sets and libraries of all possible objects were not
considered, and the topic of artificial intelligence and deep learning was not explored.

Overall, it is possible to draw the conclusion that the proposed method is suitable for
use by transport companies and by city authorities. It may enhance existing methods and
serve as a tool to plan future transport systems that improve the comfort of life for citizens.
The right approach to the problem utilizes existing transport models based on three basic
management classes: macro, medium, and microscopic approaches. Such approaches
determine the level of analysis details and the use of its results. The proposed concept and
IT tools used in it allow one to obtain and analyse macroscopic data without considering
detailed parameters such as license plates, current permissions, drivers” working time, etc.
The presented macroscopic concept, when used to analyse vehicle traffic flows, can test
the effectiveness of other measurement devices through their verification and ability to
exchange heterogeneous data. As it was shown, it is possible to apply such traffic flow
measurements without major problems (even in places previously difficult to reach) and
without expensive infrastructure changes. This analysis can be carried out in selected
elements of a transport network, such as crossroads, road sections, and many other places
(depending on the number of UAVs).
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